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Can we do better?



Accelerated Gradient Descent 
(Nesterov)
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Remarks
• Introduced by Nesterov in 1983. 𝑦𝑡+1 − 𝑦𝑡 is called momentum.
• 𝛾𝑡 is a sequence independent of 𝑥𝑡 and 𝛾𝑡 ≥ 0 for all 𝑡.
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Pause…
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Analysis for smooth convex functions
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Remarks

• This result gives a rate of O
𝐿

𝜖
.

• The proof follows similar arguments to the classic GD smooth case. 



Analysis for smooth convex functions
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Remarks

• This result gives a rate of O
𝐿

𝜖
.

• The proof follows similar arguments to the classic GD smooth case. 

Remark, this is the best you can do 
provably!



Conclusion

• Introduction to Accelerated Methods.

– L-smooth and strongly convex cases.

– Better rates of convergence (tight)

• Next lecture we will talk about non-convex 
optimization.


